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Training models: Opening The Black Box

• It is about understanding what goes on behind the stage when models are trained and fitted to labels!

1. Linear regression refreshed

2. Define the cost function

3. Minimize the cost function

• Closed Form Solution (Normal Equation)

• Gradient Descent Solutions: Batch GD, Stochastic GD (SGD), Mini-Batch GD

4. Regularize Linear Models to avoid vulnerabilities

• Overfitting, Underfitting, Learning Curves, Early Stopping
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Linear model – refreshing cost-per-click

Hypothesis function in general:

ŷ= θ0 + θ1x1 + θ 2x2+......... + θ nxn

Where:

• ŷ is the predicted value - e.g. We want to predict ‘total clicks per day’

• n is the number of features - e.g. we may have only 1 feature, ‘cost per click’ 

• xi is the ith feature value – e.g. x1 may represent the value of a ‘cost per click’

• θ j is the jth model parameter – e.g. only θ 0 and θ 1 are relevant with only one feature
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Linear model – refreshing 50StartUps

Hypothesis function for linear model in general:

ŷ= θ0 + θ1x1 + θ 2x2+......... + θ nxn

Where:

• ŷ the predicted value - e.g. Want to predict “Profit”

• n the number of features - e.g. 3 features, “R&DCost”, “Administration”, “Marketing Spend”

• xi  is the ith feature value – e.g. X1 represent the value of a “R&DCost”,

• θ j is the jth model parameter – e.g. only θ0, θ1, θ2, θ3 are relevant when 3 features

OR on vectorized form
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Linear model – refreshing 50StartUps

• 50StartUps Found 

• intercept_  (θ0) 

• coef_ (θ1, θ2, θ3)

• Question is: How did LinearRegression find the weight values?

• Answer follows now!
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Define The Cost Function

• Performance measure: Root Mean Square Error (RMSE)

• Need to a find a value of θ which minimize the RMSE

• Cost function: Mean Square Error (MSE), as it results in the same minimum and values as RMSE

• We are lucky. There are several solutions for this!
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Minimize The Cost Function MSE

Minimize the cost function solutions using

• Closed Form Solution (Normal Equation)

• Gradient Descent Solution: 

• Batch GD, 

• Stochastic GD (SGD), 

• Mini-Batch GD

• All solutions have advantages and disadvantages
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Closed Form Solution

The Normal Equation calculates the values of θ directly using some matrix manipulations and multiplications 

• XT Transpose matrix of X; i.e. mirror values along the diagonal: https://en.wikipedia.org/wiki/Transpose
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Closed Form: Evaluation

Typical complexity for closed form computations:

• Training the model with m feature instances is complexity O(m) – proportional to number of instances m

• Training the model with n features is complexity O(n(>2)) – proportional to quadratic number of features n(2)

• – e.g. increasing n by a factor 2 will increase processing resources needed by 22=4

• – e.g. increasing n by a factor 10 will increase processing resources needed by 102=100 ! That’s 100 times slower

• Processing resources are time and memory

• Advantage: Simple to compute

• Disadvantage: Slow for high number of features (n > 10.000)

• Examples: predicting on basis of the human genom

• We are lucky. Why? There is the Gradient Descent Algorithms for these cases.

• BUT let us look at some code first.
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